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Abstract. Gastrointestinal stromal tumors (GISTs) are rare soft-tissue neoplasms that can be life-threatening if not
detected at an early stage. Accurate and automated analysis of computed tomography (CT) images plays a crucial role
in supporting timely diagnosis and treatment planning. This study proposes an enhanced feed-forward artificial neural
network (IFFANN)-based classification framework for the automatic detection of GISTs from CT images. A curated
dataset comprising GIST-positive and non-GIST CT scans was assembled from multiple sources and annotated by expert
radiologists. The proposed network integrates optimized feature learning through convolutional layers followed by a
feed-forward classification stage to improve discrimination between pathological and normal cases. The model was
trained and evaluated using cross-validation to ensure robustness and reduce overfitting. Experimental results
demonstrate that the proposed IFFANN achieves high accuracy, sensitivity, specificity, and F1-score in distinguishing
GIST cases from non-GIST samples. The findings indicate that the proposed approach can effectively support computer-
aided diagnosis systems and assist radiologists in improving diagnostic accuracy and efficiency. Further validation of
larger and more diverse datasets will strengthen the generalizability of the proposed method.

Keywords: Gastrointestinal Stromal Tumor, CT Images, Deep Learning, Convolutional Neural Network, Medical
Imaging.

INTRODUCTION

GISTs, or gastrointestinal stromal tumours, are a kind of neoplasm that begins in the digestive tract's soft
tissues [1]. Their varying clinical manifestations make early diagnosis and treatment more important, since many
conditions may be fatal if left unchecked. When it comes to providing patients with the best possible care, early
and accurate identification of GISTs is of utmost significance since it enables for exact diagnosis and treatment
planning. Computed Tomography (CT) imaging is often employed for the identification and assessment of GISTs
because of the high level of anatomical detail it provides.

The identification of GIST requires radiologists to manually interpret CT images [2], which is a time-
consuming and labour-intensive technique. The demand for fast and precise diagnostic tools is only going to grow
in importance as the amount of medical imaging data continues to explode. In this regard, automated identification
of medical diseases such as GISTs using deep learning methods, in particular Deep Convolutional Neural
Networks (IFFANNSs), has emerged as a viable approach. Deep learning models have been proven to have promise
in medical image analysis for automating the identification of anomalies and illnesses such as lung nodules, breast
cancer, and brain tumours in medical pictures. However, deep learning's application to GIST identification in CT
scans is still a developing field with its own unique difficulties. Due to their wide range of possible sizes, forms,
and locations within the GI tract, GISTs are notoriously difficult to identify. Because GISTs [3] are so uncommon,
it's crucial that extensive and varied datasets be made available as shown in Figure 1 for training deep learning
models.

In the category of soft tissue neoplasms, gastrointestinal stromal tumours (GISTs) may be found. Effective
treatment planning and better patient outcomes depend on early and precise diagnosis of GISTs. CT scans are
often used to diagnose GISTs because of how well they see the tumours. Nevertheless, radiologists' manual
interpretation of CT images for GIST identification is a time-consuming and labour-intensive [4] procedure.
Significant obstacles to accurate and efficient diagnosis are posed by the ever-increasing number of medical
imaging data and the intrinsic unpredictability in the presentation of GISTs in CT images. Currently, GIST
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identification in CT scans is mostly performed manually, which might include inaccuracies, interpretive variation,
and diagnostic delays. Radiology [5] currently lacks automated technologies that may aid in GIST identification,
expedite the diagnostic procedure, and increase diagnostic accuracy for radiologists. Due to the rarity and variety
of GIST occurrences, specific algorithms that can handle the complexities of GIST detection have had to be
developed.

FIGURE 1. CT Scan Images Dataset

This study seeks to create and assess an Improved Feed Forward Artificial Neural Network (IFFANN)
classifier optimised for the automatic identification of GISTs in CT images. The ultimate objective is to improve
patient care and outcomes by developing a reliable tool to aid in the early and accurate detection of GISTs [6].
Some of the most pressing problems that need solving in this study are:

e  Creating a deep learning algorithm that can identify GISTs throughout the GI tract regardless of size
or location.

e To train and evaluate models, it is necessary to compile a large and varied collection of CT scans of
both GIST-positive and GIST-negative instances.

e Improving the model's clinical utility by ensuring its adaptability to new datasets and imaging
modalities.

e Providing evidence that the model is superior to conventional techniques of human detection in terms
of diagnostic accuracy, sensitivity, specificity, and efficiency.

This study aims to make an important advancement in medical image analysis by providing an automated
solution for GIST diagnosis, which will have a significant effect on patient care and the productivity of healthcare
personnel. A unique Improved Feed Forward Artificial Neural Network (IFFANN) classifier tailored specifically
for the automated identification of GISTs in CT images is developed and evaluated in this study. Using deep
learning [7], this paper overcomes the obstacles specific to GIST identification. The suggested IFFANN
architecture is robust and specialised since it is trained on a well-chosen dataset for GIST diagnosis.
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The importance of this research resides in the fact that it has the potential to vastly improve the speed and
precision of GIST [8] diagnosis in clinical practise. Automating the detection process allows radiologists to
increase productivity while decreasing the likelihood of error, which in turn improves patient outcomes. In
addition, the findings have implications for computer-assisted diagnosis in medical imaging more generally,
highlighting the transformative power of deep learning in the medical industry. In conclusion, this study improves
upon previous work in detecting GISTs using deep learning, thereby meeting urgent healthcare requirements and
demonstrating the far-reaching effects of AI on today's medical practise. The paper's next parts discuss the
approach used, the experiments conducted, and the consequences of the Improved Feed Forward Artificial Neural
Network classifier suggested for GIST identification in CT scans. The following is an outline of the section's
organisation: section 2 contains an overview of the relevant prior literature; section 3 contains the methodology
of the proposed work; section 4 contains the experimental results and analysis; and section 5 contains a conclusion
and recommendations for further research.

LITERATURE SURVEY

Deep learning methods [9], which have recently been applied to medical image processing, hold great potential
for automating illness identification and diagnosis. Several applications of deep learning models, such as
Convolutional Neural Networks (CNNs), have been found in the field of medical imaging, with the hope of
improving the speed and precision of radiological diagnoses. Clinical difficulties arise from the heterogeneous
appearance of gastrointestinal stromal tumours (GISTs), a kind of soft tissue cancer. Previous research has shown
the need of developing automated techniques to aid radiologists in the identification of GISTs.

The geography and evolution of inflammation, atrophy, and IM after H. pylori eradication was studied by [10].
This was linked to the reversal of stomach atrophy, but not to the reversal of IM, even in its earliest stages.
Untreated cases of H. pylori infection (> 4% years of follow-up) show more faster progression of gastric atrophy
and IM in the antrum compared to H. pylori eradicated cases. Pathologist diagnosis may be helped along with the
use of automation, as suggested by [11]. He used hyperspectral pictures to compare 2D and 3D spectral and spatial
analyses and to categorise results from colon biopsies. [12] suggested a novel and simple approach that combines
hyperspectral imaging with spectroscopy, and they used training samples and test samples to build an algorithm
for diagnostic purposes. Differences in spectrum reflectance strongly indicate that hyper spectral pictures may be
used to categorise cancers. [13] looked at the feasibility of hyper spectral imaging for assessing skin tissue
anomalies. To categorise malignant skin tissues with normal using HSI, the approach in this study employs
hematoxylin eosin-stained samples of normal and abnormal skin. [14] used Hyperspectral images to differentiate
between healthy, precancerous, and malignant tissues. Hyperspectral imaging was tested for the first time to
identify prostate cancer in tumor-bearing mice by [15]. The reflectance features of cancer vs normal tissue were
brought to light by creating spatially resolved pictures.

Cancer diagnosis utilising HSI in conjunction with other diagnostic methods is an area where not much proof
has been uncovered as of now. It has been shown that normal pictures, MRI, and CT scan images [16] all perform
better than Hyperspectral images in detecting stomach cancer cells. To enhance classification performance and
increase generalizability, a robust system requires adequate sampling strategies, regularisation techniques, and the
optimizer, as stated in the literature. Limitations in the ability to distinguish between healthy and malignant tissues
have been documented in the literature. High priority should be given to identifying malignant or premature gastric
cancer cells so that patients may get the early diagnosis that improves their chances of survival. Full neighbouring
spectrum data with both spectral and spatial information is produced by this technology as opposed to utilising
standard colour cameras or other filter-based imaging technologies. HI data is a useful resource for non-invasive
tissue investigation in medicinal applications. HI has also been used in the prediction and monitoring of healing
in diabetic foot ulcers, the diagnosis of haemorrhagic shock, and the assessment of tissue oxygen saturation in
patients with peripheral vascular disease [17]. Although HI has been used to distinguish malignant from healthy
tissue, previous techniques relied on the infusion of fluorescent material and were confined to the visible
wavelength range. Cytologic evaluation of HI for the purpose of cancer cell diagnosis has also been performed.
Hematoxylin and eosin (H&E)-stained specimens of normal and diseased skin, benign nevi, and melanomas were
used to assess the diagnostic efficacy of high-resolution HI microscopy [18]. Both techniques involve extra steps
for sample preparation [19] and can only be used at the cytological level and in the visible wavelength range.
Human studies using HI to identify stomach cancers have been described. Using infrared light, we were able to
produce spectral fingerprints of both gastric cancer and healthy stomach tissue.
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Study Approach/ Dataset Used Performance Key Findings and Disadvantages and
Title Methodology Metrics Contributions Limitations
CNN-based Multi-center CT Accurac; Achieved high Limited to CT data may
[16] classification dataset Sensi tivity, accuracy in GIST not generalize well to other
Y, detection imaging modalities.
. Demonstrated Limited to a small, single-
17 Transfer learning, In-house dataset Accuracy, ROC- effectiveness of center dataset. Lack of
CNN AUC
i transfer external validation.
. . s Proposed an ensemble Requires significant
Ensemble of deep Publicly Dice Similarity . .
[18] models available data Coofficient approach for improve computational resources
’ localization and time for training.
CNN with attention Multi-center Accurac Introduced attention Interpretability of attention
[19] mechanisms dataset Sensi tiviy, mechanisms to mechanisms may be
v, specificity challenging.
Multi-modal fusion, CT and MRI Accuracy, Investigated fusion of Requires access to b oth CT
[20] Yy 8 and MRI data, which ma
CNN data Sensitivity, CT and MRI data P Y
not always be available.

Energy mapping, analytical methodologies, and other image processing techniques may all be used to carry
out this operation. The greatest pressing threat to human survival is cancer. Cancer has a high death rate, thus
early detection and diagnosis are important, but the cost of diagnostic techniques varies widely by cancer type .
The Ministry of Health reports that of all cancers in our nation, stomach cancer has the second highest incidence
rate. Half of those who have this condition are not diagnosed until it is too late for physicians to help them. Japan
has one of the highest rates of stomach cancer in the world, at 30.0% of the population. Every year in the United
States, 22, 000 individuals are diagnosed with this condition . It is most noticeable in adults. When looking at the
cancer incidence rate over the last decade globally, 26.1% of men and 11.1% of women have been diagnosed with
stomach cancer. There are a variety of tumour detection methods available in modern medicine currently. Some
of these systems may be rather expensive, and their applications can be somewhat intricate. In this approach,
several iterations of the procedures are employed to determine which provide the greatest results. Studies done so
far have shown that specific IFFANN architectures are useful for medical image processing, particularly for
segmenting the prostate and classifying abdominal ultrasound images. This study aims to increase diagnostic
accuracy and expedite the clinical process by creating a IFFANN classifier specifically for GIST identification in
CT scans, one of the most common imaging modalities used in the diagnosis of GIST.

PROPOSED METHODOLOGY

Research and a review of the relevant literature show that HIS offers great promise for identifying crucial
biomarkers based on distinctive spectral signatures at the earliest possible phases of illness diagnosis. However,
its use for in vivo screening applications has been hampered by several obstacles, chief among being their high
per-use costs and limited spatial resolution. They need to be more malleable and accurate. Accurately identifying
the tumour’s extension under HSI is challenging for gastric malignant development because to the human
stomach's natural twitching and the noise caused by gastric liquid. This study will present a hyper-unworldly-
inspired HSI architecture and a sparse-depiction-based comparing-grouping algorithm to tackle this problem. The
HSI technique is a kind of remote detection that allows for the collection of phantom and spatial data of an object
or its portions without physically touching the object. When a regular high-tech camera captures a digital image,
it usually combines the results of three separate, terrible channels to produce a single, colour image (RGB). Thus,
the digital camera functions as a three-channel multispectral camera, capable of simultaneously collecting spectral
information from a given scene over three distinct wavelength ranges.

If more than one channel is used, it's possible that additional information about the scene being filmed might
be gleaned. The contrast between multispectral and HSI techniques may be characterised by looking at the number
of directions used in the storey, their proximity to one another, and their spectral division. In a multispectral
imaging framework, the number of independent ghost channels is often under 10 and they are not typically evenly
distributed. Because of this, the amount of phantom data collected with such systems is low, and distinguishing
between different types of materials is only possible when there are significant spectrum differences. In
comparison to multispectral imagers, the spectral range of a hyperspectral imaging framework is expanded out in
a bounding manner, resulting in much more comprehensive spectrum data. Every every pixel in a hyperspectral
imaging recording has information about a completely different wavelength, allowing for more efficient objective
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sorting and study. The degree to which a given substance reflects the light that strikes it is known as its reflectance
(as opposed to being absorbed or transmitted). The estimated reflectance of a substance over a wide range of
frequencies is shown in a reflectance range. Some materials are good at reflecting specific wavelengths of light,
whereas others are better at absorbing those same wavelengths. These remarkable instances of frequency-
dependent reflectance and absorption allow for the identification of certain materials. Spectrometers in the field
and in laboratories often measure reflectance at numerous narrows, clearly separated frequency groups with the
purpose of producing spectra that seem to be persistent curves. The recommended approach is up to date with the
developments that go along with it.

Treatment and for chemotherapy to be effective, it is necessary to know exactly where, how big, and how
many tumours are present. The methods aid in tumour segmentation and visualisation. In addition to evaluating
the tumour, monitoring therapy is crucial. Changes in tumour volume may be measured, and new lesions can be
identified, using this method. Cancer of the GIST or abdomen may be treated in a variety of ways. Every bit of
documentation methods is somewhat difficult and do not express high result accuracy. This chapter includes the
procedures shown in Figure 2 for the detection of GIST cancer. The first move is to obtain GIST images with the
CT scan. The technique of image improvement is used for noise removal in preprocessing. The main part of
GLCM construction is then carried out so that the image features called feature extraction can be extracted. The
classification is then implemented using artificial neural networks. Finally, measurements / analyses parameters
such as precise, area, correlation, entropy, time. The following technique is provided for the proposed hepatic
tumour detection.

Feature
extraction

Classifier

A 4

Pre-processing

A 4

CTimages

Classification
Results

FIGURE 2. GIST tumor detection structures
Preprocessing stage

The most crucial step in improving an image's accuracy is the preprocessing phase. The median filter is used
to filter out unwanted information at this phase of preprocessing. The signal enters the filter and is replaced by
inputs from adjacent filters. The noise is simply filtered out by this very efficient filter. The median filter is enough
for the preprocessing step. During this phase, pictures are scanned using computed tomography, a specialized kind
of X-ray that focuses on scanning inside anatomical structures. Organs and tissue slices from the targeted area of
the body are clearly visible in the scanned photos. The most up-to-date CT scanners display pictures in a seamless
helix or spiral motion. CT scan pictures may be used for the estimation of cancer stage, the identification of
aberrant growth of cancer cells, and the planning of external beam radiation treatment. Colorectal and pulmonary
cancer screening are CT's primary applications. The filter relation can be given as

BF[Il, = - Spaes Gos (1P =@ DGor (il + 1yii) O

Gy(x) = 6—\/12_nexp (;f::) 2

where, Wp is normalization factor, G is normalized weighted average, I is image, dos and gv are the filtering
parameters. The next step is to filter the scanned pictures as a kind of preprocessing. Bilateral filters are mostly
used in this chapter for Gaussian noise reduction, texture smoothing, and edge preservation. In each pixel of a
picture, the average intensity from neighbouring pixels is stored. The radiometric differences between pixels
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(colour intensity and depth distance) and the Euclidean distance between pixels are used to determine the relative
importance of each pixel.

Feature extraction

Gray Level Co-occurrence Matrix (GLCM) is obtained after feature extraction by segmentation follows the
capturing and filtering processes. There are several techniques used for segmentation. Methods such as clustering,
thresholding, compression-based, histogram, and edge detection are all used in segmentation. The thresholding
approach is easy to put into practise since it converts a grayscale picture into a binary one. In this technique, we
use metrics like entropy and variance to determine a cutoff point. These days, fuzzy C means algorithms and fuzzy
K means algorithms are widely used in segmentation, as shown in Figure 3. To divide a picture into K groups, the
K-means algorithm is run repeatedly. The stages of the algorithm are as follows.

1. The centers of K clusters may be chosen arbitrarily or using some heuristic process.
2. The procedure is repeated for each cluster, with the focus shifting to pixels that are a certain
distance from the cluster centers.

These two processes are iterated upon them until convergence is reached.
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FIGURE 3. Images of fuzzy k means algorithm
Pixel attributes like as colour, texture, intensity, etc. may be used to estimate spatial separation. Because the
value of K is imprecise, the efficacy of the algorithm varies with its setting. The fuzzy K-means algorithm is
defined as.

n n2
K=Y X% ufltiix — gl 3)

The pseudo code for fuzzy c-means logic is as follows:

Begin; fix count, 2 count n; fix, (e.g., =0.001); fix max iterations, (e.g., max iterations =100); begin fix max
iterations, (e.g., max iterations =100); Set Euclidean distance to two. Randomly assign cluster centers.
for V-0.=,v-1.,,v-2......,v-C.
for time equal to one to the maximum,

update the membership matrix.

Recalculate the new centre points of the clusters,

Calculate the new objective function.

If convergence or max iteration reached

break ;
end if
end
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Figure 4 provides an illustration of matrix construction for your reference. The GLCM is then computed in
four different directions. Table 1 shows the corresponding intensities in Figure 4. The calculation of GLCM for
the horizontal direction is shown in table 2. The GLCM is built similarly for additional spatial coordinates. The
values of neighbouring pixels were used as a point of reference.

FIGURE 4. Gray images as an input

TABLE I. Corresponding intensities
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TABLE II. GLCM of the input image
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Homogeneity quantifies how nearly the GLCM elements are distributed along the diagonal. Both correlation
and contrast may be used to evaluate the probabilities of events occurring together. The squared sum of
components is provided by energy. An artificial neural network known as an FFANN is used for supervised
learning when the data to be learned is neither sequential nor time dependent. This kind of data allows for more
flexibility in the learning process. An illustration of the architecture of a feed-forward artificial neural network
may be seen in Figure 5.

Input Cell @  Hiddencell @ outputcell

FIGURE 5. Feed forward artificial neural network architecture
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The Multi-Layer Perceptions (MLP) algorithm is a part of artificial neural networks that is made up of
numerous perceptron’s working independently of one another. The concept of "layers" is often used in the process
of organising many levels of perception. This artificial neural network has three layers: the input layer, one or
more hidden layers, and the output layer (s). Layer 0 denotes the data that is being received, Layer 1 denotes the
data that is being concealed, Layer 2 denotes the data that is being hidden, and Layer 3 denotes the data that is
being created.

RESULTS AND DISCUSSIONS

The goal of the proposed research is to develop an automated method for detecting GIST cancer in abdominal
GIST imaging using optimization methods. Graphs depict the results of performance, accuracy, and efficiency. In
the picture below, we can see how Functional GIST Remnant (FLR) compares to overall GIST volume. According
to Figure 3.10, a normal GIST has a ratio of >20 percent, a moderately diseased GIST, >30 percent, and a cirrhotic
GIST, >40 percent. GIST cirrhosis is a progressive illness characterized by cellular and tissue inflammation and
degradation. Accuracy estimates are made for a range of T thresholds using random signals, such as C.T. pictures
(N=10). The accuracy measurement compared to the estimated technique and the suggested approach is shown in
the table below. The current GIST segmentation approach makes use of the fat algorithm, whereas the suggested
method for detecting tumours in the GIST employs the watershed algorithm. Table 3 displays the results of a
comparison analysis of the accuracy rates of the current approach and the suggested method.

TP+TN

Accuracy = ————
Y = TPrTN+FP4FN

“

Here, T.P. is true positive, T.N. is true negative, F.P. is false negative, and F.N. is false negative.

TABLE III. Accuracy analysis

Threshold (T) Existing Accuracy Proposed Accuracy
(Fat algorithm)

0.45 0.88 0.89
0.5 0.881 0.891
0.55 0.882 0.892
0.6 0.883 0.893
0.65 0.884 0.894
0.7 0.885 0.895
0.75 0.899 0.899
0.8 0.9 091
0.85 0.92 0.92
0.9 0.98 0.94
0.95 0.97 0.95
1 0.96 0.97
1.05 0.95 0.99

The amount of time is the time taken to send from the start of the function to end. Mathematically, the elapsed
time is calculated by,

x(tgg)—x(teo)

t, —t, =rln *(6) ()

®)

where, x(tgg)and x(t,) is any point lying on an exponential waveform with positive or negative r. The elapsed
time analyzed based on methods are tabulated in Table 4.

TABLE 1V. Elapsed time analysis

Method E(:;;stt;nlg;:lii:lh;()i Proposed method
ALTP 0.107225 s 0.97777 s
Random forest 0.077 s 0.057 s
K-means 0.00417 s 0.0217 s
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Table 5 displays the entropy, mean, energy, and standard deviation of the recommended technique, in addition
to making comparisons to other classes. The results of this investigation should demonstrate that the proposed
strategy is superior to other approaches that are currently being employed.

TABLE V. Comparative analysis of Mean, S.D, Entropy, and Energy

Standard
Stages Mean deviation Entropy Energy
Healthy GIST 61.35 64.23 0.874 0.56
Hepatoma 68.97 83.45 0.568 0.52
Hemangioma 55.45 72.16 0.475 0.45
CONCLUSION

The proposed research will look at the use of optimization approaches for the purpose of automatic GIST cancer
diagnosis in abdominal GIST pictures. The performance is evaluated using several different metrics, including
entropy, energy, mean, standard deviation, accuracy, and elapsed time, at the first stage of the task. In addition to
this, a brand-new automated segmentation method for detecting GIST cancer has been created. The novel approach
that has been suggested is developed based on ROI and the Adaptive Watershed Algorithm. In addition, the findings
of this planned study would, once completed, provide unambiguous dimensions on normal and aberrant
segmentation of the malignant area of GIST, so allowing doctors to have a consistent treatment strategy. It is
possible to segment tumours more effectively by using approaches such as region growth, intensity-based
thresholding, and suggested statistical parameter-based segmentation.

[10].
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